Admission control by implicit signaling in support of voice over IP over ADSL
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Abstract

Voice over DSL (VoDSL) is a technology that enables the transport of data and multiple voice calls over a single copper-pair. Voice over ATM (VoATM) and Voice over IP (VoIP) are the two main alternatives for carrying voice over DSL. ATM is currently the preferred technology, since it offers the advantage of ATM’s built-in Quality of Service (QoS) mechanisms. IP QoS mechanisms have been maturing only in recent years. However, if VoIP can achieve comparable performance to that of VoATM in the access networks, it would facilitate end-to-end IP telephony and could result in major cost savings. In this paper, we propose a VoIP-based VoDSL architecture that provides QoS guarantees comparable to those offered by ATM in the DSL access network. Our QoS architecture supports Premium and Regular service categories for voice traffic and the Best-Effort service category for data traffic. The Weighted Fair Queuing algorithm is used to schedule voice and data packets for transmission over the bottleneck link. Fragmentation of large data packets reduces the waiting time for voice packets in the link. We also propose a new admission control mechanism called Admission Control by Implicit Signaling. This mechanism takes advantage of application layer signaling by mapping it to the IP header. We evaluate the performance of our QoS architecture by means of a simulation study. Our results show that our VoIP architecture can provide QoS comparable to that provided by the VoATM architecture.
© 2003 Elsevier B.V. All rights reserved.

1. Motivation

Quality of service (QoS) remains an important issue for access networks. While in core networks over-provisioning may be used to ensure adequate performance to real and non-real time applications, this is typically not feasible in access networks. In this paper, we propose a simple method to support service differentiation between voice and data flows in Asymmetric Digital Subscriber Line (ADSL).

Digital Subscriber Line (DSL) refers to a collection of technologies used for the transmission of high-speed data over copper twisted-pair lines. It is
used to connect network service providers (NSP) and customers, typically residences or small-to-medium sized businesses. The Customer Premises Equipment (CPE) connects (via DSL) to a DSL Access Multiplexer (DSLAM) located in the Central Office (CO) of the NSP. The DSLAM aggregates traffic from different customers and sends it over high-speed links towards the core of the network. Fig. 1 illustrates the network topology of the DSL access network. Asymmetric Digital Subscriber Line (ADSL) is currently the most widely deployed DSL technology. ADSL provides higher bandwidth from the NSP to the customer (downstream) than from the customer to the NSP (upstream). It supports high data-rate services such as high-speed Internet access and streaming audio/video.

As an alternative to the circuit-switched services provided by the Public Switched Telephone Network (PSTN), voice over DSL (VoDSL) technology uses the existing DSL access network to provide voice services in addition to data services. Voice is packetized at the customer premises and the DSL access network is used to deliver the voice packets to a voice gateway. The voice gateway then converts packetized voice into circuit-switched voice traffic and sends it to the PSTN. This enables a single copper pair to provide data services and simultaneously support several voice calls, reducing the costs of provisioning multiple copper pairs.

Voice over Asynchronous Transfer Mode (VoATM) has been proposed as the VoDSL technology of choice [9–11]. In the VoATM architecture, voice and data are carried over different virtual circuits (VCs) from the CPE to the DSLAM, which basically acts as an ATM switch.

Voice is carried directly over ATM Adaptation Layer 2 (AAL2) using Constant Bit Rate (CBR) service. Data are carried over IP over ATM Adaptation Layer 5 (AAL5) using Unspecified Bit Rate (UBR) service. The voice and data protocol stacks are shown in Fig. 2. At the DSLAM, AAL2 voice traffic is switched to a voice gateway and AAL5 data traffic is switched towards the core IP network. AAL2 imposes very low protocol overhead on voice packets and it also supports multiplexing of different voice flows over a single VC. VoATM also reaps the benefits of ATM’s built-in QoS support. The voice flows that get admitted are guaranteed a portion of the bandwidth and hence tend to experience low delays across the network. For the reasons discussed above, VoATM has gained favor with some proponents of VoDSL.

An alternative technology for carrying voice traffic over DSL is Voice over IP (VoIP) [9,10,31]. In this architecture, both voice and data traffic is carried over IP from the CPE to the DSLAM. Fig. 3 shows the protocol stack. The DSLAM acts as an IP router, routing data packets towards the core. If the PSTN is used for voice calls, then the DSLAM routes voice packets towards a voice gateway that converts packet voice into circuit-switched voice. If
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**Fig. 1.** Topology of the DSL Access Network. Our study focuses on the access network, and the core network (cloud in the figure) is treated as a sink.

**Fig. 2.** Protocol stacks in VoATM.

**Fig. 3.** Protocol stack for VoIP.
IP telephony is employed, then voice packets are also sent over the packet network towards the core. The Layer 2 protocol in the VoIP protocol stack may be ATM, Frame Relay or Serial Line IP (SLIP). In VoIP deployments, the Layer 2 protocol treats voice and data packets alike and typically does not perform any QoS-related functions. To reduce packetization delay and transmission delays to a minimum, it is best to keep the payload size of voice packets small. However, the VoIP protocol stack has several layers, each of which adds a header to the voice payload. These headers impose significant protocol overhead on the small voice packets. Solutions such as header compression [7,8,17], and IP trunking [9,15] (also known as RTP multiplexing) help alleviate the overhead problem.

Competition from data traffic poses a challenge for VoIP. During congestion, voice packets could get queued behind several large data packets at the routers, experiencing significant queuing delay. Placing voice packets in a separate queue and employing some scheduling algorithm is a possible solution to this problem. However, even with scheduling, a voice packet that arrives while a data packet is being transmitted has to wait for the transmission to be completed. The waiting time for voice packets could be anywhere between zero and the transmission time for the entire packet. Thus, voice traffic may experience significant variation in end-to-end delay. Fragmentation of large data packets can alleviate this problem.

There is considerable interest in using an all-IP core network capable of carrying both voice and data. If the performance of VoIP in the DSL access network can be improved using IP QoS mechanisms, then the deployment of VoIP for VoDSL would yield several benefits. First, the voice packet format used in the DSL access network would be compatible with that used in the core. This eliminates the need for a voice gateway and also paves the way for end-to-end IP telephony. Moreover, VoIP can run over any kind of DSL network—ATM based, frame-based or PPP-based. Thus, a solution that achieves VoIP performance comparable to that provided by VoATM would be of significant benefit in the DSL access network.

The primary contribution of this paper is to propose a mechanism for admitting and differentiating between voice and data flows in a DSL access network without the need for explicit signaling. We also evaluate the performance of our proposed mechanism for voice and data convergence over ADSL. Our results indicate that, by making use of implicit signaling as proposed here, it is possible to support voice over IP (VoIP) in an ADSL environment with quality comparable to that obtained with voice over ATM (VoATM). Also of note is that the form of signaling we propose imposes minimal additional processing requirements and no additional control traffic.

2. An IP QoS architecture for VoDSL

In this section, we describe our architecture, designed to support three service classes:

(i) *Premium Voice*—This service class is meant for voice calls that require excellent QoS. A percentage of the upstream bandwidth is reserved for premium voice calls. Admission control is strictly enforced for calls belonging to this category. Premium calls are not allowed to borrow unused bandwidth that is reserved for other classes of service, in order to avoid the stolen bandwidth problem (as discussed in Breslau et al. [6]). Premium traffic load must never be allowed to exceed the limit that can be supported by the bandwidth reserved for it.

(ii) *Regular Voice*—This service class is meant for voice calls that do not get admitted to the premium category. If we were to have only the premium category for voice calls, then voice calls would automatically get rejected if all the bandwidth reserved for the premium class were in use. Even if the bandwidth reserved for other classes of traffic were unused, we would be unable to take advantage of it, since premium traffic cannot borrow bandwidth from other classes. Such a strict fragmentation of resources leads to inefficient utilization. To address this issue, we introduce the concept of regular voice calls. Voice calls that cannot be admitted as premium are allowed to go through as regular calls. However, the regular calls are not given any QoS guarantees and share the
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residual bandwidth with best-effort traffic (described next). There is no admission control for the regular voice traffic. Under conditions of light load from best-effort traffic, the regular calls will receive acceptable performance. In the case of ADSL, the typical customer runs applications such as web browsing, email, remote login and streaming multimedia, which offer low load on the upstream link. Besides, the downstream bandwidth is usually quite high, so there is a reasonable chance of a regular call experiencing acceptable quality in a lightly loaded network.

For simplicity, the classification of voice calls into regular and premium is done in a first-come-first-served basis. Alternatively, to increase fairness, the CPE could keep a history of recently admitted calls and use this information in the classification of new voice calls.

(iii) Best Effort—This service category is for non-real-time traffic. Applications such as web browsing, email, FTP, remote login and database access fall under this category.

To prevent starvation of data flows, we do not allow premium voice flows to reserve the entire link bandwidth. Best effort and regular voice flows compete for the unreserved bandwidth.

At the interface of the CPE that forwards packets to the DSLAM, we have a separate queue for each of the service classes. The weighted fair queuing (WFQ) [12] algorithm is used to service these queues. The arrival of packets to the premium voice queue is controlled by an admission control mechanism described later.

WFQ scheduling is able to guarantee a portion of the upstream link bandwidth to each class. However, the system does not allow the pre-emption of packets already in transmission. This can pose a problem on low-speed links. A voice packet that arrives just after a large data packet has begun transmission will have to wait until transmission of the data packet is completed. This delay can be unacceptable for real-time applications. Depending on when they arrive, the waiting time for voice packets can vary between zero and the time taken to transmit the largest possible packet. Hence, the delay variation (or jitter) of the voice packets is also increased due to large data packets.

The simplest solution to this problem is to fragment large data packets. This can be done at the IP layer by reducing the Maximum Transmission Unit (MTU) for the interface over which the packets need to be sent. The solution is effective enough in reducing the delay and jitter of voice packets, but there are some undesirable side effects. The IP header is replicated in each of the fragments, increasing protocol overhead. Furthermore, fragmentation at the IP layer has an end-to-end effect, because after the packet is fragmented, it will be reassembled only at the destination. Another disadvantage is that applications that use PathMTU Discovery [21] will not send packets that are larger than the MTU. Hence, if the MTU is made very small, then application packets will be able to carry hardly any payload.

A better solution for this problem is obtained by using the Point-to-Point Protocol (PPP) [27]. PPP can be used over the ADSL link connecting the CPE and the DSLAM. Multilink-PPP (MP) [28] is a PPP variant that fragments PPP packets before sending them over the link. Caputo [7] and Armitage [1] describe a solution based on MP fragmentation to reduce the delay and jitter of voice packets. The idea is to have the upstream link shared by ‘IP-over-MP’ and ‘IP-over-PPP’ running simultaneously. The low priority data packets (belonging to the best-effort class) are forwarded using ‘IP-over-MP’ and the high priority voice packets are forwarded over ‘IP-over-PPP’. This is shown in Fig. 4. Since MP forces fragmentation of the packets, the transmission of voice packets could be interleaved between the transmissions of the MP fragments for a single data packet. This eliminates the delay and jitter problem described earlier and ensures that voice packets are serviced in a timely manner. Since fragmentation is done at the data link layer, the IP header is not replicated in each packet. Moreover, the fragmentation does not have an end-to-end effect, since the fragments are reassembled at the other end of the access link.

2.1. Admission control by implicit signaling (ACIS)

We propose an admission control mechanism based on an implicit signaling protocol. We call
our mechanism Admission Control by Implicit Signaling (ACIS). ACIS is implemented in the CPE to limit the number of voice calls that are admitted to the premium category. This mechanism takes advantage of signaling by application layer protocols such as the Session Initiation Protocol (SIP) [26] or H.323. In this document, we use SIP to explain our idea. The ACIS mechanism does not reject any voice calls. Instead, it admits only a limited number of voice calls as premium voice calls and admits the rest as regular voice calls. In this manner, we limit the arrival rate of premium traffic and guarantee low latency for premium calls. On the other hand, there is no limit to the number of voice calls that can be admitted as regular calls. Hence, these calls may receive satisfactory service at light loads, but the quality degrades as the load increases.

2.1.1. Encoding application layer signaling information

The key idea in ACIS is to map the application layer signaling protocol onto the IP header, so that the CPE can infer the setup and teardown of voice connections by looking at the IP header. For the working of ACIS, the IP header must incorporate the additional fields shown in Fig. 5. We refer to these fields collectively as the ACIS fields.

The Packet Type (PT) field indicates whether the packet contains an application layer signaling message, or just voice payload. If the packet contains an application layer signaling message, then the type of message is also encoded in the PT field. The Encoder (ENC) field represents the voice encoding scheme used by the application. Finally, the Number of Frames (NFR) field contains the number of voice frames contained in the voice packet. The lengths of the above fields are implementation dependent. The TOS octet in the IP header can contain these fields. However, depending on the implementation, it is possible that the eight bits of the TOS field would be insufficient to encode all the information.

An alternative approach would be to encode the ACIS fields onto the Offset field of the IP header. A similar approach is adopted in the DPS technique proposed in Stoica and Zhang [29]. Since voice packets are typically small, it is highly unlikely that they would ever be fragmented. Hence, the Offset field can be used to store some of the above information, if necessary. If this is done, a flag must be set in the IP header to prevent the CPE from interpreting the field as a true fragment offset value.

Note that the ACIS fields have significance within the customer premises only. Before forwarding the packet towards the DSLAM, the CPE will mark the TOS fields in accordance with whatever QoS scheme is in use outside the customer premises. If the Offset field of the IP header is being used to hold ACIS information, then the CPE will zero the Offset field before forwarding the packet. In that manner, core routers are oblivious to the use of the TOS and/or Offset fields for traffic differentiation in the access network.

The bandwidth required by voice calls can be inferred from the ENC and NFR fields, if a standard encoder is used. The encoding rates and frame sizes of the standard encoders are well known. The NFR field contains the number of frames included per voice packet. Using the frame
size and the number of frames per packet, we can compute the payload size for each packet. The total header size can also be computed if the protocol stack is known. Using the header and payload sizes, we can calculate the protocol overhead imposed on the voice packets. Finally, we scale the encoding rate according to the protocol overhead to obtain the actual bandwidth requirement of the connection. For example, the G.729 encoder produces a voice stream at the rate 8 kbps. The frame size of G.729 is 10 ms. When expressed in bits, the frame size is \((8 \times 1000) \times (10/1000) = 80\) bits. If we have two voice frames per packet, then the voice payload in a packet is \(2 \times 80 = 160\) bits. Assume a protocol stack in which the protocols together add a header of size 40 bytes (320 bits). Then, the total packet size becomes \(160 + 320 = 480\) bits. Thus, for every 160 bits of voice payload, there are 320 bits of header. The total bandwidth requirement, in this case, is \(8 + 16 = 24\) kbps.

Instead of having the ENC and NFR fields, an alternative approach would be to have the application itself compute the bandwidth requirement and encode it in the header. However, this would require the application to perform the computations described above. We have chosen to use the ENC and NFR fields because it simplifies the application by shifting the burden of the computing the bandwidth from the application to the CPE. With this approach, we also spare the application from having to understand the details of the underlying protocol stack. Of course, it is possible to combine the two approaches by using a special ENC value to indicate to the CPE that the application has computed the bandwidth and encoded it in another field (say, BW). When the CPE sees this special value, it would directly read the bandwidth from the BW field, instead of attempting to compute the bandwidth. To simplify our discussion, the rest of the paper assumes that the CPE computes the bandwidth using the ENC and NFR fields.

2.1.2. Hash table description

The CPE maintains connection information for each premium call that it admits. It uses a hash table for this purpose. As we shall see later, the CPE needs to search the list of premium calls frequently; hence a fast method for looking up this information is desirable. The hash table was chosen as the data structure in order to enable the premium call information to be located in \(O(1)\) time.

However, it is important to ensure that the computations associated with the hashing function are not so expensive that they nullify the benefit offered by the \(O(1)\) lookup. If we assume that each end host participates in only one call at any given time, then we can use the IP address of the end-host as the key for the hashing function. Further, if we assume that the IP addresses of the end-hosts in the customer premises are contiguous, then we can employ a simple hashing function. If the smallest IP address in the end host is called Base, then for any end host, the value (IP Address—Base) can be used as an index into the hash table. The computation overhead incurred by such a hashing function is minimal. Moreover, with this scheme, the size of the hash table will also be bounded by the maximum number of end-hosts in the customer premises, which is likely to be small.

Though we have chosen a hash table as the data structure, it should be noted that ACIS is not tightly coupled with the data structure used to store information about premium calls. ACIS will require very minor modifications in order to work with other data structures.

The hash table has the following fields:

(i) Premium Flag—This is a flag that indicates whether the call is admitted as premium. This flag determines the validity of a hash table entry. If the flag is set, the hash table entry is valid.

(ii) Bandwidth—This field stores the bandwidth requirements of the voice call.

(iii) Attempts—This field stores the number of connection attempts made by this call.

(iv) Last Used—This field stores the time when a packet belonging to this call last arrived at the CPE.

2.1.3. ACIS operation

Fig. 6 illustrates the operation of ACIS. When a SIP-based application wishes to establish a VoIP call, it sends an “Invite” message to the intended
receiver. The ACIS fields in the IP header of the "Invite" message are used to alert the CPE to the establishment of a new connection. They also convey the bandwidth requirements to the CPE, as described above. The CPE keeps track of the total bandwidth already reserved for premium calls and the bandwidth that is currently available for incoming calls. The CPE tries to accommodate every incoming call as a premium call and classifies calls into the regular category only when sufficient bandwidth is not available. This classification of calls into premium and regular by the CPE is transparent to the end-hosts. The end-hosts are not explicitly informed whether their call has been accepted as premium or regular.

Upon receiving the "Invite" message, the CPE first checks whether this is the first connection attempt being made by the end-host. This is done by checking whether the hash table has a valid entry for this call. If this is the first attempt, then the CPE computes the bandwidth required for this call and compares it against the bandwidth availability for premium calls. If sufficient bandwidth is available, it admits the call as a premium voice call. The following updates occur in the hash table entry for that call:

- The 'Premium' flag is set.
- The bandwidth requirement is stored in the 'Bandwidth' field.
- Since this is the first connection attempt, the value in the 'Attempts' field is set to 1.
- The 'Last Used' field is set to the current time.

If sufficient bandwidth is not available in the premium category or if the CPE is not able to compute the bandwidth requirement for the call because it does not recognize the encoding scheme specified in the ENC field, then the call is admitted as a regular voice call.

The packet is placed in the appropriate queue according to its class of service. Optionally, the CPE may perform further marking of the IP datagram according to some QoS marking that is recognized beyond the access network. The ACIS fields have significance only within the customer premises.

It is possible that the CPE receives duplicate "Invite" messages belonging to the same connection. This may be caused by retransmission due to packet loss or it may be a retry if the connection was rejected in a previous attempt. Thus, each time the CPE receives an "Invite" message, it checks the hash table to determine whether the call has already been admitted as a premium call. If so, then the CPE does not attempt to allocate more bandwidth for that call. Instead, it just increments the number of connection attempts, stored in the 'Attempts' field of the hash table. If the number of connection attempts exceeds a fixed maximum, then the CPE revokes the premium status of this call. It resets the 'Premium' flag in the hash table and treats the "Invite" packet as a regular category packet. This prevents a call from occupying the premium list for too long without being able to establish a connection.

The "Invite" message is forwarded as usual through the network to the receiver, which would then confirm the acceptance of the request by the transmission of an "ACK" message, establishing the session. After the session has been established, the end-host starts sending voice packets. The ACIS fields in the voice datagram are marked to indicate the packet type and bandwidth requirement. When the CPE receives a voice packet, it first verifies whether the packet belongs to a premium call. This is accomplished by checking whether the hash table has a valid entry for this call. If so, then the 'Last Used' field of the hash table is updated to the current time, and the packet is forwarded towards the DSLAM. However, if the voice packet does not belong to the premium call, the CPE checks whether the call can be upgraded from regular to premium category at this
stage. This might be possible, if some premium calls have terminated, thereby freeing some premium bandwidth, after this particular call was established. Note that if several regular calls are in progress and there is enough bandwidth to upgrade only one of those, then the call that gets upgraded is the one whose voice packet reaches the CPE first after the additional bandwidth becomes available. If sufficient bandwidth is not available to make an upgrade, then the packet is simply forwarded as belonging to a regular call.

When the end-host wishes to end the voice call, SIP sends a “Bye” message to indicate the end of session to the other party. As usual, the ACIS fields are marked to indicate the packet type and the bandwidth requirement. When the CPE intercepts this message, it checks the hash table to determine whether the packet belongs to a premium call. If so, the ‘Premium’ flag in the hash table is reset to indicate that the call has terminated. The bandwidth availability for premium calls is increased to reflect the closing of this session. The TOS value of the packet is marked to indicate that it belongs to a premium call and the packet is then forwarded. If the “Bye” message belongs to a regular call, then the CPE simply marks the packet as a regular packet and forwards it. The eventual arrival of a duplicate “Bye” message does not affect the correct operation of ACIS.

The mechanism described above is further refined to address robustness issues. It is possible for a premium voice application running on the end-host to crash in the middle of a call. In this case, the application would never send a “Bye” message to indicate the end of the call. The CPE needs some mechanism to de-allocate the bandwidth that it had reserved for this application. To deal with this, we use the concept of soft state. For each premium call, the CPE keeps track of the time when a packet from the call last arrived. This is stored in the ‘Last Used’ field in the hash table entry. ACIS sets a maximum silence period for premium calls. If a premium call has not sent a packet for a period longer than the maximum silence period, then the premium status of the call can be revoked. This could be done by the CPE on a periodic basis. Alternatively, it could be done on a need basis, i.e. if a new connection request arrives and there is no bandwidth available for it. A possible implementation would involve a combination of the two choices. That is, the CPE could revoke the premium status of idle connections at longer intervals, while new connection requests could trigger an immediate check for idle connections whose premium status can be revoked. In either case, the CPE scans through the list of premium calls to see if there exist one or more calls that have not sent a packet for a period longer than the maximum silence period. Such calls are removed from the premium category in order to free some bandwidth to support incoming calls.

2.2. Related work

Having described our QoS architecture, we compare it with some similar research efforts seen in the literature. Breslau et al. [6], Bianchi et al. [2], Borgonovo et al. [4], Elek et al. [14] and Mase et al. [20] discuss endpoint admission control, a technique in which the end-hosts use probe packets to measure the QoS provided by the network. Based on these measurements, the end-hosts themselves make the admission control decisions. ACIS differs from endpoint admission control in that the admission control decision is made by the CPE and not the end-hosts. Moreover, ACIS does not operate on an end-to-end basis, it operates over the DSL access network only.

Measurement based admission control (MBAC) is a technique in which routers measure the traffic load in the network and make admission control decisions based on these. Rhee et al. [25], Bianchi et al. [3] discuss MBAC. A bandwidth broker (BB), which is an entity that manages resources for an entire network, can also be used to perform admission control. This idea is discussed in [13,16,18,19,30,32]. ACIS can operate in conjunction with MBAC or with BB. In this paper, it is assumed that bandwidth reserved for premium calls is fixed. However, the CPE could employ some MBAC scheme to perform some measurements on the traffic load and dynamically reserve bandwidth for premium calls based on these measurements. Alternatively, if a BB were to be used in the service provider’s network, the CPE could periodically consult the BB to determine
bandwidth availability. It could dynamically reserve bandwidth for premium calls based on this information from the BB. Even though the bandwidth reserved for premium calls is not a constant in either of these models, ACIS can still be used to make admission control decisions at the CPE.

Admission control often involves the use of an explicit signaling protocol such as Resource Reservation Protocol (RSVP) [5], Sender-initiated Resource Reservation Protocol (SRRP) [33] and DiffServ PHB Reservation Protocol (DPRP) [23]. In contrast to these, ACIS uses an implicit signaling protocol to perform admission control. Mortier et al. [22] proposes an admission control scheme which, like ACIS, uses the concept of a higher layer connection to perform admission control. The paper describes how routers can snoop TCP packets to identify SYN and SYN/ACK, which indicate connection establishment. The connection is then rejected or accepted by dropping the packet or allowing it to pass. ACIS differs from this scheme in that it does not involve looking into the higher layer information stored in the IP payload. Instead, it maps higher layer information on to the IP header. In addition, ACIS classifies connections into different service classes rather than merely accepting or rejecting them.

3. Simulation model

The system of interest in our study is the DSL access network, ranging from the end-hosts at the customer premises to a traffic sink located just beyond the DSLAM, as illustrated in Fig. 1. The key components of this system are the end-hosts, the CPE, the ADSL link, the DSLAM and the traffic sink. The metrics used to evaluate the performance of voice traffic are the end-to-end delay of voice packets (ETE Delay) across the access network and the bandwidth required for the voice calls.

For the VoATM scenarios, the end-hosts consist of Ethernet-based clients generating data traffic and AAL2-based clients generating voice traffic. The CPE has an Ethernet interface for data traffic and AAL2 interfaces for voice traffic. The interface connecting the CPE to the DSLAM is ATM-based. The DSLAM is an ATM switch.

For the VoIP scenarios, the end-hosts are all Ethernet based clients that can generate both voice and data traffic. The CPE is an IP router, which has an Ethernet interface for all the traffic originating from the end-hosts. The interface connecting the CPE to the DSLAM could be ATM, SLIP, PPP or Frame Relay. The DSLAM is another IP router that routes the voice and data packet towards the traffic sinks.

We used OPNET Modeler™ for our simulations. OPNET Modeler™ supports several existing IP and ATM QoS mechanisms. However, in modeling the ACIS mechanism, we added functionality to the IP layer at the CPE and to the interface between the application layer and the transport layer at the end-hosts.

4. Performance evaluation

In this section, we describe the experiments performed to evaluate the performance of our system. In all experiments discussed here, the ADSL link has upstream bandwidth of 128 kbps and downstream bandwidth of 1.5 Mbps. The upstream ADSL link is the bottleneck in our system; all other links have sufficient capacity to serve the arriving packets with minimum queuing and transmission delays.

4.1. VoATM model

We begin by establishing baseline results for the latency experienced by voice packets in a VoATM architecture. We first perform an experiment with both voice and data receiving UBR service. We then observe the improvement in performance when voice receives CBR service and data receives UBR service.

In our experimental setup, we have four end-hosts in the customer premises engaged in voice calls. They use the G.729 encoder and include 2 voice frames in each packet. Each call requires 21.2 kbps, including protocol headers. One end-host on the customer premises generates data traffic by uploading a 2 MB file via FTP.
In our first experiment, both voice and data receive UBR service. Bandwidth guarantees are not given to any of the flows. The FTP application generates significant traffic that competes with voice traffic for the upstream bandwidth. Both voice and data traffic share the UBR queue. Since the voice calls are not guaranteed any portion of the bandwidth, the average ETE delay of the voice packets is high. Next, we repeat the experiment with voice traffic receiving CBR service and data traffic receiving UBR service. Using ATM’s call setup mechanism, each voice call requests CBR service and specifies a bandwidth requirement of 21.2 kbps. Voice packets are sent to the CBR queue and data packets are sent to the UBR queue. The CBR queue has 50% of the upstream link bandwidth (50% of 128 kbps = 64 kbps) reserved for it. In this experiment, the 64 kbps reserved for voice in the upstream can support a maximum of three voice calls (3 × 21.2 kbps = 63.6 kbps). Hence, the CPE rejects one of the four voice calls during call setup. However, the three accepted calls experience low ETE delays. Since the ATM cells are all small and equal in size, a cell that arrives in the CBR queue while a UBR cell is being transmitted will not have to wait long. Hence, the delay variation is low. The results are shown in Table 1. Fig. 7 shows the improvement in performance obtained by using CBR service for voice.

### Table 1
Comparison of VoATM and VoIP

<table>
<thead>
<tr>
<th>Scenario</th>
<th># Voice calls generated</th>
<th># Voice frames per packet</th>
<th>Bandwidth per call including header (Kbps)</th>
<th>Upstream b/w reserved for voice (Kbps)</th>
<th>Upstream interface MTU (bytes)</th>
<th># Voice calls admitted</th>
<th>Mean ETE delay for voice (s)</th>
<th>ETE delay 95% confidence interval (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoATM UBR voice</td>
<td>4</td>
<td>2</td>
<td>21.2</td>
<td>–</td>
<td>9180</td>
<td>4</td>
<td>0.663</td>
<td>(0.661, 0.665)</td>
</tr>
<tr>
<td>VoATM CBR voice</td>
<td>4</td>
<td>2</td>
<td>21.2</td>
<td>64</td>
<td>9180</td>
<td>3</td>
<td>0.0256</td>
<td>(0.0255, 0.0257)</td>
</tr>
<tr>
<td>VoIP-ATM@L2 No QoS</td>
<td>2</td>
<td>1</td>
<td>42.4</td>
<td>–</td>
<td>9180</td>
<td>2</td>
<td>6.55</td>
<td>(6.47, 6.63)</td>
</tr>
<tr>
<td>VoIP-ATM@L2 WFQ</td>
<td>2</td>
<td>1</td>
<td>42.4</td>
<td>89.6</td>
<td>9180</td>
<td>2</td>
<td>0.0777</td>
<td>(0.0770, 0.0783)</td>
</tr>
<tr>
<td>VoIP-ATM@L2 WFQ + Frag</td>
<td>2</td>
<td>1</td>
<td>42.4</td>
<td>89.6</td>
<td>328</td>
<td>2</td>
<td>0.0239</td>
<td>(0.0238, 0.0240)</td>
</tr>
<tr>
<td>VoIP-SLIP@L2 WFQ + Frag</td>
<td>3</td>
<td>2</td>
<td>19.2</td>
<td>64</td>
<td>328</td>
<td>3</td>
<td>0.0146</td>
<td>(0.0145, 0.0147)</td>
</tr>
</tbody>
</table>

### 4.2. VoIP model

#### 4.2.1. Weighted fair queuing

We first simulate our VoIP model for the traditional best-effort service offered by IP. Most of the current DSL deployments adopt ATM over DSL. Hence, in our initial experiments, we use ATM as the Layer 2 protocol. In our experimental setup, we have two end-hosts in the customer premises participating in voice calls. The G.729 encoder is used, with 1 frame per voice packet. The bandwidth requirement of a voice call is 42.4 kbps, including protocol headers. Data traffic is generated by an end-host uploading a 2 MB file via FTP. In the traditional best-effort IP model, there is no service differentiation between voice and data packets, both of which share the same queue. The FTP application generates a large amount of data traffic that severely degrades the performance of
voice traffic. Voice packets experience long queuing delays as they are trapped behind several large data packets in the queue. The mean ETE delays of the voice packets are unacceptably high for real-time applications.

Next, we incorporate the TOS-based WFQ mechanism at the CPE and repeat the above experiment. Voice and data packets are identified by different TOS values and placed in different queues. (In this experiment, we have just one category for voice packets. Later, when we describe our experiments with ACIS, we have premium voice and regular voice.) Since we have two voice calls, each requiring 42.4 kbps, we must reserve at least \(2 \times 42.4 = 84.8\) kbps upstream bandwidth for voice traffic. In our experiment, we assign weights to the queues such that 70% of the upstream bandwidth (70% of 128 kbps = 89.6 kbps) is reserved for voice traffic. The ETE delays for the voice packets drop considerably, because the voice packets now have a separate queue and are served in a timely fashion. The results are summarized in Table 1.

4.2.2. Fragmentation

Although WFQ succeeded in reducing the ETE delay of voice packets, WFQ alone is not good enough. Note that the ETE delay obtained in the WFQ experiment is about 78 ms, but typical access network delays for voice calls ought to be less than about 30 ms. Furthermore, the delay variation, though small, is still higher than what we observed in the VoATM with CBR experiment. The reason is that even though voice packets have their share of bandwidth, they cannot preempt a data packet that is already being transmitted when they arrive. The end-hosts on the customer premises run on Ethernet, which supports packet sizes of up to 1500 bytes. A 1500 byte packet takes roughly 94 ms to be transmitted over a 128 kbps link. Thus, an arriving voice packet may have to wait anywhere from 0 to 94 ms in the queue, depending on whether a data packet is already in transmission and how much of that transmission remains. It is easy to see that in this scenario, very often the waiting time could be unacceptably high for voice packets. Fragmentation of large data packets is expected to yield some improvement in performance. As discussed in Section 2, the use of PPP-based fragmentation (rather than IP-based fragmentation) is beneficial for the fragmented packets. From the point of view of voice traffic, both IP-based and PPP-based fragmentation produce similar results, since voice packets never get fragmented.

We illustrate by simulating IP fragmentation. To investigate the performance improvement obtained by fragmentation of large data packets, we reduce the MTU of the upstream interface to a value below 1500 bytes. We choose a value such that the data packets are not too severely fragmented. At the same time, we wish to limit the queuing delay of arriving voice packets to acceptable levels. Caputo [7] suggests a figure of 20 ms as the upper limit for transmission time of packets on a low-speed link. A 128 kbps link can transmit \(128000 \times 20)/(8 \times 1000) = 320\) bytes of data in 20 ms. Hence, we select a value close to 320 bytes as the MTU of the upstream interface. Since the Layer 2 protocol is ATM, we choose the MTU such that the packet will fit exactly into an integer number of ATM cells. We thus eliminate any need for padding. In our experiment, we chose an MTU of 328 bytes. After adding an AAL5 trailer of 8 bytes, we get a total of 336 bytes, which then fits exactly into 7 ATM cells. Along with their headers, these 7 ATM cells make up 7 \(\times 53 = 371\) bytes of data. Thus, the maximum transmission time for a packet is \((371 \times 8)/12800 = 23\) ms. We repeat the experiment for VoIP with WFQ after setting the MTU of the CPE’s upstream interface to 328 bytes. The results (tabulated in Table 1) show that the fragmentation of large data packets into smaller packets results in lower delay and lower variations in delay experienced by voice traffic. The values for ETE delay obtained in this experiment are comparable to the values in the VoATM with CBR experiment. Fig. 8 illustrates the improvement in VoIP performance achieved through QoS mechanisms.

4.2.3. Comparison of layer 2 protocols

We now turn our attention to the bandwidth requirements for voice calls. Recall that in our VoIP experiments, each voice call used the G.729 encoder and required a bandwidth of 42.4 kbps. The G.729 encoder produces a raw voice bit
stream at the rate of 8 Kbps. The remaining bandwidth \((42.4 - 8 = 34.4 \text{ kbps})\) is for the protocol headers. Voice over IP over ATM is extravagant in terms of bandwidth utilization. The problem with the IP over ATM protocol stack for voice is that voice packets should be small in order to minimize the packetization delay and the transmission delay (especially on low speed links). In the IP over ATM (AAL5) model, AAL5 adds an 8-byte trailer to the voice payload and the ATM layer adds a 5-byte header for every 48 bytes of payload. Since the cell sizes are fixed, the ATM layer may also add as much as 47 bytes of padding. All this is in addition to the UDP and IP headers. (Since the version of OPNET Modeler\textsuperscript{TM} we use does not support RTP, our model does not include RTP. RTP of course would impose additional overhead.) As discussed in Section 1, techniques such as header compression and IP trunking alleviate the overhead problem, but an investigation of these techniques is beyond the scope of our research. Instead, we look at SLIP as an alternative to ATM in Layer 2. SLIP is used for exchange of data over point-to-point links (such as our ADSL link). SLIP has a very small header and imposes low protocol overhead. Moreover, the payload size of a SLIP frame is not fixed and hence there is no need for padding. Fig. 9 compares the bandwidth requirement of VoIP over ATM with that of VoIP over SLIP, when G.729 is used as the encoder.

The bandwidth requirement for VoIP over SLIP is consistently lower than that of VoIP over ATM. We also note that increasing the number of voice frames per packet (therefore increasing packetization delay) does not always translate into lower bandwidth requirements in the case of ATM. This is due to ATM’s use of fixed-size cells, and consequent need for padding.

For the rest of the experiments described in this paper, we replace ATM with SLIP in Layer 2 because of its superior bandwidth efficiency. Currently, SLIP is being replaced by PPP, a more sophisticated protocol that accomplishes fundamentally the same tasks. We used SLIP in our experiments since OPNET Modeler\textsuperscript{TM} 7.0 does not provide support for PPP. However, like SLIP, PPP also imposes a low protocol overhead. Hence, the bandwidth requirements for a voice call using VoIP with PPP at Layer 2 protocol will be similar to that of SLIP. In addition, PPP also allows us to take advantage of the fragmentation by Multi-link PPP, as described in Section 2.

We now describe an experiment that uses VoIP over SLIP. Three end-hosts in the customer premises are participating in voice calls and one end-host is uploading a 2 MB file using FTP. The end-hosts use the G.729 encoder and pack two frames in each voice packet. The bit rate of a voice call is 19.2 kbps. Hence, we need to reserve at least \(19.2 \times 3 = 57.6 \text{ kbps} \) upstream bandwidth for the voice traffic. Note that when compared to the ‘VoIP over ATM’ experiment, we need to reserve less bandwidth in this case, even though we support an additional voice call. For this experiment, we reserve 50% of the upstream bandwidth (50% of 128 kbps = 64 kbps) for voice packets. The MTU of the upstream interface is set to 328 bytes. The results are shown in Table 1. Interestingly, the ETE delays of the voice packets for ‘VoIP over SLIP’ are the lowest that we have observed in our experiments. Recall that in VoATM and in ‘VoIP over ATM,’ the ETE delays were approximately 25 ms. We attribute this difference to the relative complexity of the ATM protocol stack when compared to SLIP. The packet processing functions at the
various layers of the ATM protocol stack cause the additional delay in the VoATM and ‘VoIP over ATM’ experiments. To verify this, we collected results for the ETE delay of the ATM cells and also the ETE delay of the AAL PDUs. We found that the ETE delays of the AAL PDUs were much higher than those of the ATM cells. This points to delay imposed by the ATM stack. Thus, the simplicity of SLIP not only offers greater bandwidth efficiency, but also has the potential to lower ETE delay.

4.3. ACIS

In all our VoIP experiments so far, we have computed the total bandwidth requirement for all the voice calls and reserved sufficient upstream bandwidth at the CPE. Of course the number of simultaneous voice calls may not always be known in advance. Without any form of admission control, it is possible for offered voice traffic load to exceed the bandwidth reserved for it, degrading the performance of all voice calls. This is illustrated in our next experiment.

Four end-hosts in the customer premises are engaged in voice calls. They use the G.729 encoder with 2 voice frames per packet. The protocol stack used is VoIP over SLIP. The resulting bit rate of a voice call is 19.2 kbps. Another end-host uploads a 2 MB file via FTP. The CPE implements both WFQ and fragmentation of large packets. Assume that the number of calls is not known in advance and that 35% of the upstream bandwidth (35% of 128 kbps = 44.8 kbps) is reserved for voice traffic. The bandwidth requirement of the four voice calls is much higher $19.2 \times 4 = 76.8$ kbps. The results (tabulated in Table 2) show that the mean ETE delays of voice packets are unacceptably high in this scenario, since the FTP application generates a heavy load of competing data traffic and the bandwidth reserved for voice is insufficient.

To prevent such a situation from occurring, we implement the ACIS mechanism at the CPE. ACIS classifies voice calls into two categories—premium and regular. Both have a certain amount of upstream bandwidth reserved for them. However, the difference is that ACIS does not admit any voice calls as premium calls after all the premium bandwidth has been reserved by previous calls. We repeat the above experiment with 35% of the upstream bandwidth (35% of 128 kbps = 44.8 kbps) reserved for premium voice traffic and 15% of the upstream bandwidth (15% of 128 kbps = 19.2 kbps) reserved for regular voice traffic. Since only 44.8 kbps is reserved for premium voice, the CPE can admit only two voice calls, which will reserve $19.2 \times 2 = 38.4$ kbps. The remaining 6.4 kbps are not sufficient to accommodate a third call. Hence, the remaining two calls are admitted as regular calls. The results (refer Table 2) show that premium calls are ensured low ETE delays, while regular calls experience high ETE delays in the presence of competing FTP traffic. Fig. 10 shows the effectiveness of the ACIS mechanism is protecting premium voice calls.

We performed additional experiments with different traffic loads and different types of competing traffic, such as email and web browsing. The results obtained were fundamentally the same. For

| Table 2 | Performance of the admission control algorithm |
|---|---|---|---|---|---|---|
| Scenario | # Voice calls generated | Upstream b/w reservation for premium voice (Kbps) | # Voice calls admitted as premium | Mean ETE delay for regular voice (s) | ETE delay 95% confidence interval for regular voice (s) | Mean ETE delay for premium voice (s) | ETE delay 95% confidence interval for premium voice (s) |
| VoIP-SLIP@L2 | 4 | – | – | 0.0509 | (0.0483, 0.0535) | – | – |
| No admission ctrl | | | | | | | |
| VoIP-SLIP@L2 | 4 | 35 | 2 | 0.0658 | (0.0600, 0.0717) | 0.01355 | (0.0135, 0.0136) |
| With admission ctrl | | | | | | | |
details on these results, the reader is referred to [24].

5. Conclusions

The objective of our research was to evaluate the feasibility of using VoIP instead of VoATM in future DSL deployments. We have proposed and evaluated a VoIP architecture suitable for deployment in the DSL access network. Our results show that the performance of our architecture is comparable to that of the existing VoATM architecture. In addition, it also offers the benefit of voice packet compatibility with the core network, which is already employing VoIP to carry voice inexpensively over data networks. This is a positive step towards widespread deployment of end-to-end IP telephony.

As part of our architecture, we proposed a new admission control mechanism called Admission Control by Implicit Signaling (ACIS). We advocate the use of ACIS as it eliminates the need for an explicit signaling protocol for admission control at the CPE. Instead, it takes advantage of existing application layer signaling protocols by mapping them to the network layer. Our results show that ACIS is capable of providing excellent QoS to premium calls at all loads and acceptable QoS to regular calls at light or medium loads. Since the typical ADSL user runs applications with low loads in the upstream direction, there is a fair chance that the regular calls receive an acceptable performance.

We also illustrated how using ATM at Layer 2 imposes an extremely high protocol overhead on voice packets. Moreover, VoIP does not need to rely on the use of ATM QoS. Thus we propose that future deployments of VoIP eliminate ATM altogether in favor of a lightweight protocol like PPP. The use of PPP at Layer 2 would also enable us to take advantage of fragmentation by Multi-link PPP.

IP QoS mechanisms are now reaching maturity. In this paper, we describe how to enable such mechanisms without the need for an additional signaling protocol in a DSL environment. This in turn yields acceptable quality in the delivery of voice over the access network, often the major bottleneck.

Future research in this area would include a more detailed assessment of the performance of data traffic in our VoIP architecture. This would involve a study of TCP’s ability to efficiently utilize the residual bandwidth (bandwidth unused by voice traffic) in the link. The coexistence of video, voice and data traffic over DSL can also be considered.

Currently, ACIS is designed for the specific task of admission control of voice calls over the upstream ADSL link. ACIS can be extended to work in conjunction with MBAC or a bandwidth broker. This would enable the CPE to vary the bandwidth reserved for premium calls dynamically. This could be done based on measurements of the traffic load or by consulting a bandwidth broker.
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